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Abstract: Quantum mechanics/molecular mechanics (QM/
MM) methods are presently a well-established alternative for
the study of enzymatic reaction mechanisms. They enable
the description of a small part of the enzyme, where
reactions take place through QM, while the majority of the
thousands of atoms that comprise these biomolecules are
handled through MM. While different “flavors” and varia-
tions in the QM/MM field exist, this review will focus more
on the application of the ONIOM methodology, presenting a
fresh perspective on the application of this popular method

in light of the growth in computational power and level of
sophistication of the different methodologies that it can
combine. In addition to a brief presentation of the basic
principles behind these methods, this review will discuss
different examples of applicability, common choices, practical
considerations, and main problems involved, stemming
from our experience in this field. Finally, a reflection on the
future challenges for the next decade in the QM/MM
modeling of enzymatic mechanisms is presented.
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1. Introduction

Enzymes play a central role in life, catalyzing many chemical
and biological processes occurring in nature.[1–3] Understanding
how enzymes catalyze their reactions is a problem of major
importance, both from a fundamental and a practical perspec-
tive, with application in a variety of areas, from a more basic
research that aims to understand how different events occur in
the cell, to the development of new treatments for important
diseases, and even in industrial biocatalytic applications.[4–7]
Hence, it is not surprising that many studies are published
each year trying to provide an atomic level understanding of
the catalytic mechanism of different enzymes.

A plethora of experimental methods is routinely used to
study enzymatic reactivity providing many important clues
about the way how enzymes perform their reactions. Examples
include different spectroscopic techniques, kinetic studies,
studies with mutant enzymes, experiments in different pH
conditions or temperatures, in the absence or presence of
different metal atoms, among others. Such methods help to
elucidate some of the structures and conformations adopted by
enzymes along their reaction path and to identify some of the
atoms and amino acid residues directly participating in their
reactions. It also enables the determination of the kinetics of
the reactions catalyzed. However, such methods often fail to
present a full view of the enzymatic reaction, leaving many
chemical questions unanswered.

Computational methods can be used to go beyond some of
the limitations of the experimental methodologies, providing
an alternative strategy to complement the information arising
from these methods. When used with care, computational
methods can provide a comparative analysis of different
mechanistic proposals, enveloping an atomistic and even

electronic perspective of the different proposals, helping
researchers to discard mechanistic proposals and propose new
ones.[8–12]

Many different computational methods have been used
through the years to model enzymatic reactions.[9,13–24] Earlier
examples adopted the popular cluster modelling approach,[25–28]
which included atomistic models of the enzymes and reactions
bearing only a small number of atoms around the active site
(in some earlier cases as small as 15 to 20 atoms), treated with
QM. With time, methods including the full enzyme gained
popularity, particularly through the QM/MM framework,
enabling the explicit inclusion of remaining atoms in the
enzyme.

2. QM/MM Methods and the ONIOM Method

2.1 Basic Principles

The fundamental idea behind modern QM/MM methodologies
has origins that trace back to the 1970s, following the works
of Honig & Karplus,[29] and later of Warshel & Levitt.[30] These
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works paved the way for the methodological developments
that emerged over the past 50 years and led to the attribution
of the Nobel prize in Chemistry to Karplus, Warshel, and
Levitt in 2013.

QM/MM methods assume that chemical systems of big
dimensions, including enzymes and other biological systems,
can be divided into two regions: an important electronic region
that requires a quantum mechanical description (the QM
region) and a surrounding region that can be treated by
molecular mechanics (the MM region). The QM region
includes the part of the chemical system directly involved in a
chemical reaction under study, while the MM region compre-
hends the remaining of the system. The MM region is hence
described as acting only indirectly on the electronically
important region. Thus, in agreement with the underlying
principle associated to QM/MM hybrid methods, when
modeling an enzymatic reaction this is treated as a trans-
formation involving only a relatively small number of atoms at
the active site (the QM region), but that is influenced by the
remaining of the enzyme and surrounding environment (the
MM region).

Several different QM/MM methods have been made
available through the years, differing in features like the type
of scheme that is used to compute the QM/MM energies, the
way how the boundary region is considered, the way how the
interaction between the QM and MM regions is treated, and
the inclusion or not of dynamics. Each method has its own
advantages and disadvantages, which also depend on the type
of enzyme and reaction under study. A comparison of different
types of QM/MM methods falls outside the scope of the
present work, but several excellent reviews can be found in the
literature.[9,13,17–19,31� 34]

Here, we will focus our attention on modeling QM/MM
enzymatic reactions through the ONIOM method, presenting
an updated and personal view on this methodology, in an
attempt to link the historic evolution of the method, and its
present application in light of the current challenges in the
field, with some of the more anticipated developments for the
next decade.

The ONIOM (our Own N-layer Integrated molecular
Orbital molecular Mechanics) method is a subtractive multi-
layer multilevel method developed by Morokuma and co-
workers in 1996,[35] following the publication of the IMOMM
(Integrated Molecular Orbital Molecular Mechanics)[36] and
IMOMO (Integrated Molecular Orbital Molecular Orbital)[37]
methods. While it can be applied to n-layers, most commonly
used implementations in computational enzymology adopt a 2-
layers QM/MM approach.[31,38]

It has been described as “one of the most popular,
successful, and easily-to-implement hybrid quantum mechan-
ics/molecular mechanics (QM/MM) methods to treat complex
molecular systems.”[39] While opinions can greatly differ from
researcher to researcher, it is certainly a robust alternative and
one that we have been employing with success over the past
15 years.[40]

2.2 Applicability

QM/MM methods can have several different applications in
the study of enzymes, in general, and enzymatic reactions in
particular. In fact, the robustness of these methods offers a
large variety of possibilities. Here, we highlight four typical
applications.
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2.2.1 Structural Refinement

QM/MM methods can be easily applied to refine specific
interactions at particular locations in enzymes, starting from
other computational methodologies or experimental structural
data. The interactions of enzymes with their substrates or with
possible or confirmed inhibitors are obvious examples. In fact,
while X-ray crystallography and other experimental techniques
can offer very interesting insight into the interaction of
substrates (normally substrate analogs) with enzymes, QM/
MM methods can be used to refine the specific hydrogen
bonds involving the molecules at the active site and the
surrounding amino acid residues.

In addition, QM/MM methods offer the possibility of
quantifying the strength of the different interactions formed or
of specific groups and to determine the change in electron
density, spin, and other electronic properties on the substrate/
inhibitor and interacting amino acid residues. In fact, in many
enzymes, the sum of the number of atoms of the substrate or
inhibitor bound at the active site, together with that of the
atoms of the immediately surrounding amino acid residues,
normally falls within an acceptable size for a QM region.

If these advantages are already evident in the refinement
and analysis of experimental structures, the gain becomes even
more evident when using QM/MM methods for refining
interactions of substrates, ligands or inhibitors that result from
the predictions of atomistic molecular dynamics, or protein-
ligand docking. Hence, the combined use of these method-
ologies continues to increase.

2.2.2 Validating/Disproving Different Mechanistic Hypothesis

The most commonly used application for QM/MM methods in
the study of enzymes is in computational enzymatic
catalysis.[11,40] QM/MM methods are often applied to validate
or disprove different mechanistic hypotheses regarding the
catalytic pathway of a specific enzymatic reaction. In fact, for
many enzymes, several different mechanistic proposals exist
in the literature. These proposals arise from experimental data
regarding the structure of the reactants or products, associated
kinetics, data on specific mutants, known activity dependence
on some cofactor, metal, pH condition, or other, or from
analogy with other similar enzymes or reactions, etc.

In these cases, the chemical reactions associated with
different mechanistic hypotheses are evaluated by QM/MM,
with the atoms directly involved in the reaction being treated
by QM. The corresponding potential energy surfaces are
calculated, and the activation free energies are determined and
compared with the experimental kcat values. In addition, the
intermediate and final structures are compared with the
experimental structural and/or spectroscopic information avail-
able.

Normally, the QM/MM calculations provide relatively
different values for the different mechanistic proposals,
enabling a straightforward alternative to eliminate hypothesis,

shown as computationally unrealistic or impossible. While this
elimination of the “wrong” hypothesis can be done with
relative safety, by demonstrating, for example, that a certain
proposal previously made would result in an unrealistic
activation free energy 10 kcal/mol higher than the experimen-
tal results, finding the “right” hypothesis is not so easy. First,
different atomistic hypotheses can sometimes generate similar
computed properties, or with values that are within 2–3 kcal/
mol of each other, within what is considered the error of some
of the most commonly used methods. Secondly, the very
notion of “right hypothesis” is a false notion, as a hypothesis
is only considered “right” until new experimental evidence
appears that disproves it becomes available. Even so, QM/MM
methods have been widely used to distinguish the “most
likely” mechanistic hypothesis from other alternatives that
were demonstrated as unrealistic or impossible. Recent
examples involving our group include.[41–47]

In terms of computational enzymatic catalysis, and around
the same general lines, QM/MM methods can also be used to
reconcile and explain apparently contradicting experimental
evidence, providing a distinct and independent alternative to
analyze enzymatic reactions.[48]

2.2.3 Rational Protein Engineering

The study of the enzymatic mechanisms provided by QM/MM
methods enables an atomic-level analysis of the main
interactions formed in the reactants, transition state (TS), and
products. In addition, the structure of the TS and of the
distribution of charge at this important intermediate and its
variation in relation to the reactants and products offers an
opportunity for the rational selection of proposals for site-
directed mutagenesis. A popular objective is that of lowering
the activation free energy of the enzyme, thereby improving
the rate of the resulting reaction, making the enzyme
potentially more appealing for industrial applications as a
biocatalyst.[49]

From the catalytic mechanism solved through the applica-
tion of QM/MM methods, and by the analysis of the impact of
the different amino acid residues around the active site in the
wild-type enzyme, models are created, substituting key amino
acid residues by others thought, for example, to stabilize better
the transition state. The reaction is then simulated through
QM/MM, and the resulting potential energy surface (PES) and
activation free energies are compared with that of the wild-
type enzyme. Several different possible mutations are normally
evaluated by QM/MM, and the potential effects on the
reaction-rate are estimated from the determination of the TS
structures and associated energetics.[50] Only the most promis-
ing alternatives are then tested experimentally.
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2.2.4 Role in Drug Discovery

Another potential application arising from the use of QM/MM
methods in the study of enzymatic catalysis is the identifica-
tion of new scaffolds for drug discovery efforts. It has long
been thought that enzymes have evolved to stabilize the
structures of the TS of the reactions that they catalyze.[51–61]
Actually, when analyzing the structures of reactants, TS, and
products, it is evident that active site residues stabilize much
more the TSs.[62] Hence, it has been proposed that TS analogs
could work as promising scaffolds for the development of
novel enzyme inhibitors[62–65] with improved affinity and
specificity for a certain enzyme known to behave as a
therapeutic target.

One of the advantages of the application of QM/MM
methods in computational enzymatic catalysis is the determi-
nation of the structures of the TS. Hence, some studies have
tried to take advantage of these structures to generate
pharmacophores to guide the search for new molecules that
could be used as potential new inhibitors.[62,66]

With the increase of computational power and technolog-
ical development, new and more effective applications of QM/
MM methods are starting to emerge and to occupy a more
important role in the study of enzymes.

3. Practical Considerations

This section reviews some practical considerations involving
the application of QM/MM methods in the study of enzymes,
stemming from our experience in the field. While most of the
problems illustrated are general, a few are restricted or more
relevant for the application of the ONIOM methodology. The
molUP[67] plugin for QM/MM calculations is also presented.

3.1 Preparation of the Initial Structure

As with any other computational method for the study of
biological systems, a critical stage of the application of QM/
MM methods in the study of an enzymatic reaction mechanism
is the preparation of the initial model.

While in theory models can be obtained from homology
modeling or other techniques, the preferred alternative is an X-
ray or NMR structure of the enzyme of relevance, ideally, with
the substrate or with a close substrate analog. This is because
the specific position of the sidechains around the active-site
region is an important requirement for the accurate modeling
of an enzymatic reaction. Logically, X-ray structures with a
resolution better than 2 Å are preferred (ideally below 1.5 Å).
Structures of mutants should be avoided whenever possible,
especially those that contain mutations near the active site
unless the aim of the study is studying the impact of certain
mutations in the mechanism. However, when that is not
possible, a careful structure selection should be made, ideally
comparing multiple structures.

In the absence of ideal conditions, molecular modeling can
be used to revert mutations, model substrates from substrate
analogs or products. Other techniques, such as docking,[68,69]
can be used to position specific substrates at the active site.
Such efforts should, however, not be performed lightly, and
the resulting models should be refined through small molec-
ular dynamics simulations and initial QM/MM optimizations.
Naturally, the maximum number of points of contact with the
information arisen from the experimental studies should be
sought.

Another important aspect concerns the exact protonation of
the amino acid residues of the enzyme. Ionizable sidechains of
amino acid residues should be considered with care. Software
like PROPKA[70,71] or H+ + [72] are often used to analyze the
most likely protonation states of aspartate, glutamate, lysine,
arginine, and histidine residues in the specific environment of
that particular enzyme, but other alternatives can also be
employed.[73,74] Even so, visual inspection of the proposals is
always advisable. In general, these alternatives provide
reasonable proposals for the amino acid residues that are not
located around the active site. For the latter, however, more
care should be employed. For the amino acid residues directly
participating in the reaction or very near the active site, in the
absence of experimental evidence, it is normally advisable to
repeat the study of the enzymatic reaction by QM/MM with
the different protonation states and compare the results.

Taken together, modeling the substrate (or docking it),
adding hydrogen atoms, and assigning protonation states
introduces some potential strain into the model structure.
Inherently, the magnitude of this effect depends on the level of
modeling and changes introduced. Some authors prefer to
perform a small energy minimization at the molecular
mechanical level, prior to the QM/MM optimization, a
common approach when small modeling is involved. Another
alternative is that of performing a molecular dynamics
simulation, with or without specific geometric constraints for
1 to 5 nanoseconds (sometimes less), depending on the extent
of modelling. This can be done to remove “bad contacts” or
unnatural strains in the structure arising from modeling,
evaluate the effect of different protonation states in the
structures, or in some cases, as a strategy to generate improved
or different starting structures for the QM/MM reaction
modelling process.

In some cases, large MD trajectories are generated and
analyzed and the structure(s) that position the reactive atoms
of the reaction to be evaluated in the closest or more favorable
position is(are) selected as initial starting structures for
reaction modeling. In other cases, this choice can be based on
the average or most common structure. This approach can also
be used to generate ensembles of starting structures for multi-
PES QM/MM reaction modeling, starting from 20, 50, or even
100 structures. This results in an ability to sample the
activation barriers.[40] Different conceptually possibilities exist
also, such as selecting random structures taken at specific time
intervals or clustering the structures of the trajectory and
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selecting average or representative structures from each cluster
for QM/MM reaction evaluation.

3.2 Choice of the QM/MM Boundary

Another important aspect is the choice of the boundary
between the QM and the MM region. Ideally, the QM/MM
boundary should be located as far away as possible from the
reactive centre to obtain more accurate results. However, as
the size of the QM region largely determines the computation
cost of the calculation, choosing the smallest QM region
possible that can yield reasonable results is a prerequisite for
efficient QM/MM calculations. From the balance between
these two main requirements, it results that the boundary
should be chosen in a way that assures the most complete
model that is still computationally feasible for the set of
calculations required to solve the problem under study.

A few general guidelines are normally advisable to ensure
representative results. The first logical requirement concerns
bond formation and bond-breaking processes – all bonds being
formed or broken have to be located in the QM region of the
molecular system (Figure 1). This condition is also extensible
to all atoms whose hybridization is altered during the chemical
process under study. This requirement frequently leads to the
inclusion of complete aromatic or conjugated systems in the
QM region, with the resulting increase in computational
expense. Conjugated and aromatic systems should not be
divided between regions, but in case that is absolutely
required, partition effects should be accounted for.

In addition, whenever possible, cases where second and
third atoms effects are predicted to be relevant, those atoms

should be included in the same region of the system. This
involves, for example, positive/negative amino acid residues,
the interaction between polar residues, and relevant hydrogen
bonds. Relevant hydrophobic interactions, including π-π
stacking between adjacent amino acid rings, should also be
taken into consideration.

3.3 Choice of the QM Level

While many alternatives for treating the QM region are
currently available, including semi-empirical, Hartree-Fock,
and post-Hartree-Fock methods, most studies traditionally
employ density functional theory (DFT) methods. B3LYP,
despite its known limitations, has been historically the most
widely used density functional to study enzymatic reactions.[75]
Several more recent alternatives, as Minnesota[76–87] and
Grimme’s[88,89] density functionals are also frequently used.

Ideally, a rational choice of the density functional level
should be employed. Some authors have taken particular care
to evaluate the performance of different density functionals
against values determined with a higher-level theoretical
method or against experimental values of reference. These
tests are normally conducted first on QM models bearing the
same type of general chemistry of the reaction to be evaluated
by QM/MM.

A common approximation in QM/MM enzymology in-
volves performing the geometry optimizations and frequency
calculations with one theoretical level (e. g. DFT/MM), and
then using those structures to perform “single point” energy
calculations with a more complete basis set (from a popular 6-
31G(d,p) to 6-311+ +G(3df,3pd), for example) and a more
accurate density functional or a higher QM level. Although, in
some particular cases, this approach can lead to inaccurate
results, it usually yields refined activation and reaction
energies, as geometries are, in general, more insensitive to the
computational method used than energies.

In recent years, the addition of dispersion correction to the
density functional energies has gained popularity, especially
with the D3[90] and D3-BJ[90,91] corrections. More recently, the
developed domain-based local pair natural orbital-coupled
cluster method with single, double, and perturbative triple
excitations (DLPNO-CCSD(T))[92,93] has also become a popu-
lar choice. This method has been demonstrated to give results
very close to those obtained with the canonical CCSD(T)
method, with a cost close to that of a DFT functional,[94,95] and
has been successfully applied in numerous chemistry/biochem-
istry studies.[42,96–104] In our studies, we apply “single point”
energy calculations with DLPNO-CCSD(T) with the cc-
pVDZ, and cc-pVTZ basis sets, and with the cc-pVDZ/C and
the cc-pVTZ/C correlation fitting basis sets, keeping the
default DLPNO cutoff parameters available in the ORCA
software.[105] The DLPNO-CCSD(T) energies obtained with
these basis sets are used to extrapolate to the complete basis
set (CBS) limit following Truhlar’s extrapolation method.[106]

Figure 1. Representation of a 2-layers ONIOM QM/MM model of an
enzyme. The QM and MM regions are identified, as well as, the cap
of water molecules.
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3.4 Choice of the MM Level

In terms of the choice of the MM level, most efforts in QM/
MM enzymology have traditionally relied on standard bio-
molecular force fields, like AMBER, CHARMM, or GRO-
MACS. It has been generally assumed that the accuracy of a
QM/MM results depends mostly on the choice of the QM
level, at least if a good selection of a QM region has been
made. This is quite true, at least up to a certain point. With the
reactions taking place in the QM region, the MM region plays
only a secondary role.

The magnitude of this secondary role depends mostly on
the treatment of the QM/MM interactions, with different
alternatives varying in terms of the embedding scheme used to
handle the electrostatic interactions. Two alternatives have
been traditionally used: (1) the mechanical embedding scheme
and; (2) the electrostatic embedding scheme.

Mechanical embedding represents the simplest approach to
incorporate the effect of the interactions between the QM and
MM regions. This scheme neglects any electrostatic effect of
the environment in the QM region, whose calculation is
basically performed in the gas phase. The MM region plays
only a structural role imposing limitations in the geometries
adopted by the QM region. As for the MM region, a classical
point charge model centred in the QM part is commonly used,
which in practice means that the QM/MM interaction is
calculated only at the MM level.

In contrast to the mechanical embedding approach, the
electrostatic embedding approach already includes the polar-
ization of the QM region by the MM charge distribution in the
QM calculation. Electrostatic embedding is normally consid-
ered to be more accurate than mechanical embedding.[18] Some
studies have shown that under some circumstances mechanical
embedding can result in slow convergence with misleading
energies, even for large QM sizes, whereas electrostatic
embedding leads to faster and more reliable convergence of
the QM region.[107,108] However, mechanical embedding re-
mains a very useful alternative, particularly when treating
larger QM regions, often providing results in excellent agree-
ment with experimental data.[41] Electrostatic embedding
methods still neglect the polarization of the MM system by the
QM region – polarized embedding – an approach that requires
the use of polarizable force fields in the treatment of the MM
region.

3.5 Use of Link Atoms

The application of QM/MM methods in the study of enzymes
frequently involves defining boundaries between the QM and
MM region between atoms that are covalently bonded.
Usually, the link atom method is employed. The QM regions
are capped with “link” atoms in order to satisfy the free
valence of the QM atoms that are covalently connected to
atoms included in the MM part. In most cases, the boundary is
made between the sidechains of the amino acid residues

around the active-site and the backbone α-carbons. In these
cases, the link atoms are typically hydrogen atoms. In other
situations, other atoms and even functional groups can also be
used to mimic the behavior of the MM atoms that are being
replaced. The QM/MM boundary should be sufficiently far
from the reactive center so that all the structural parameters
involving the reactive center are contained in the QM region.

3.6 Inclusion of Solvent

The inclusion of the effect of the solvent is also a potentially
important aspect of QM/MM enzymology. The active sites of
enzymes can greatly differ in many properties. One of these
properties is solvent exposure or solvent accessibility. Natu-
rally, in more exposed active sites, this effect is expected to be
more significant. Additionally, in many reactions or reaction
hypotheses, specific water molecules are known or thought to
play a role. Properly handling with solvent hence becomes
important for the accuracy of the study. Depending on the
specific problem, this can be done at different levels.

Concerning the reaction, when one or more water
molecules are thought to participate directly in the reaction or
to play a key important role in directly stabilizing a specific
group or interaction, they should be included in the QM region
and treated accordingly. When this role takes more indirect
participation, it can be included in the MM region.

It is also important to consider that enzymes, as
biomolecules, exist in an aqueous environment. Hence,
normally, to properly simulate an enzymatic reaction, it is
important to include also the effect of the surrounding aqueous
environment. One way to handle this problem is through the
use of a dielectric constant within a continuum model such as
IEF-PCM[109–113] or C-PCM[114,115] in Gaussian software. These
methods can be coupled with the QM/MM approach, provid-
ing an approximate non-atomistic “third” layer, enveloping the
QM/MM model and accounting for the non-specific solvent
effect. Another common alternative consists in adding to the
enzyme a 5–10 Å cap of water molecules that are included in
the MM region through the calculations (Figure 1). This
second alternative is more commonly used. It is important to
highlight that in the initial stages of model refinement, when
MD simulations are employed, these are typically performed
in rectangular water boxes subject to periodic boundary
conditions. Hence, the caps of waters, used in the stages of
QM/MM modelling of the reaction hypothesis are cut from the
equilibrated water boxes.

3.7 Use of Constraints in the MM Region

The application of the QM/MM methods in the study of
enzymatic catalysis assumes that the critically important part
of the reaction under study takes place in the QM region and
that the MM region plays a secondary role, partly structural,
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partly environmental in the enzymatic reactions evaluated.
Hence, the MM region influences the QM region.

Biologically, it is known that chemical changes in specific
places of certain enzymes can result in changes (structural or
other) that can sometimes be quite large in other regions of the
enzymes through allosteric mechanisms and other processes.
Therefore, it is not difficult to imagine cases in which the QM
region could influence the MM region. However, in the
enzymatic reaction hypotheses, typically studied through QM/
MM, with the type of models, theoretical methods and
approximations used, we are quite far from these scenarios,
and our focus remains in the QM region.

While exploring a reaction coordinate through a linear
transit scan, following an intrinsic reaction coordinate (IRC),
optimizing a TS, or reoptimizing the reactants or products, it is
not uncommon to witness a drastic conformational change in
the MM region, often taking place in a single step. This
change can normally be noticed by a disruption in the QM/
MM energy profile that arises from the MM part, but not in
the one from the QM region. Hence, it is normally not directly
related to the reaction evaluated but results from technical
issues with the optimization algorithms. Handling these
artifacts is not always easy.

A common approach to handle this problem is that of
constraining/freezing part of the MM region. Hence, the MM
part is sometimes divided into an outer layer and an inner
layer. Atoms in the outer layer are constrained to their initial
positions, while atoms in the inner layer are free to optimize.
Typically, the outer MM layer comprises just a small radius of
the 3–5 Å outer-most amino acid residues or water molecules.
In many cases, the frozen layer is made to include only part of
the external cap of MM waters. This approach ensures a
reasonable representation of the enzymatic reactions taking
place in the QM region and prevents the technical artifacts
arising from unnatural changes in the course of a QM/MM
optimization.

3.8 MolUP – Making QM/MM Easier

To simplify the study of enzymatic reaction mechanisms
through QM/MM calculations, we have been involved in the
creation of molUP.[67] molUP is a VMD extension[116]
developed at the University of Porto that provides a full-
featured graphical user interface (GUI) to the computational
chemistry software Gaussian, and was specially designed for
preparing, and analyzing QM/MM calculations of enzymatic
reaction mechanisms with ONIOM. molUP offers a series of
options that enable users to easily create the QM and MM
regions, define the boundaries, chose the QM and MM levels,
assign charges, assign MM parameters for non-typical
residues, assign link-atoms, handle the selection of solvent
atoms and automatize the application of constrains by defining
inner- and outer-MM regions. It also helps users to easily
create inputs for frequency calculations, IRCs, TS optimiza-
tions, single point energy calculations with common choices,

and creates inputs for use with the DLPNO/CCSD(T)
approach in ORCA.[105] It also simplifies the process of
analyzing and visualizing the output files using the advanced
visualization facilities from VMD.

This extension includes a set of tools to set up any
calculation supported by Gaussian; analyze energies through
interactive plots; animate vibrational frequencies; draw the
vectors associated with those frequencies; modify bonds,
angles, and dihedrals; and collect bibliographic information on
the employed methods. molUP is presently being maintained
and developed at BioSIM (www.biosim.pt) and can be freely
obtained through the VMD Store.[117]

4. Recent Examples

In this section, we highlight two recent applications of
ONIOM in enzymatic catalysis using the molUP software, one
employing a mechanical embedding scheme and one consider-
ing an electrostatic embedding approach.

4.1 Tryptophan Synthase

Tryptophan Synthase (TSase) is an emergent target in the
treatment of tuberculosis (TB). This enzyme is present in
Mycobacterium tuberculosis, where it plays an important role
in the bacterial growth and replication, being involved in Trp
biosynthesis. As this pathway is absent in mammals, TSase
has become an attractive target for the development of new
anti-TB antibiotics.

TSase is a multifunctional enzyme, with two dimers, each
one with two independent active sites, interconnected by a
25 Å tunnel. We have recently studied the two steps of the
catalytic mechanism of this enzyme with ONIOM QM/MM[41]

employing a mechanical embedding scheme. Different models
were considered, including one with 175 atoms in the QM
region and close to 17,000 atoms in the MM region (ff99sb
force field), which included a 2 Å cap of waters. The QM
region was treated with B3LYP/6-31G(d) in geometry
optimizations, while single-point energy calculations were
performed with B3LYP/6-311+ +G(2df,pd).

The results allowed the determination of the catalytic
mechanism of TSase with atomic detail, including the
transition state structures and the free energy profile of the full
catalytic process, in excellent agreement with the available
experimental data.

4.2 Human Fatty Acid Synthase

Human Fatty Acid Synthase (hFAS) is a multidomain enzyme
responsible for the biosynthesis of saturated fatty acids, a
central process for most living organisms. During the
biosynthetic reaction, hFAS incorporates acetyl and malonyl
moieties through the action of its malony� acetyl transferase
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(MAT) domain. In normal circumstances, the de novo syn-
thesis of fatty acids (FA) is residual, as the FA demand is
supplied by the normal diet. However, many studies have
reported FAS gene overexpression in pathological conditions,
including diabetes, obesity and cancer. Thus, significant efforts
are being made to achieve a better understanding of the
mFAS/hFAS structure, and of the catalytic machinery behind
each individual domain.

We have recently been involved in the study of the MAT
domain of hFAS, which is responsible for initiating the fatty
acid synthesis pathway.[42] For that we employed ONIOM QM/
MM with electrostatic embedding, with the QM region
including close to 60 atoms, while the MM region included
around 6300 atoms. B3LYP/6-31G(d):AMBER was employed
to simulate the different reaction hypothesis (ff10 force field)
through linear transit scans, minima and transition state
optimization, and IRC and frequency calculations. B3LYP/6-
311+G(2d,2p)-D3:AMBER level and DLPNO-CCSD(T)/
CBS:AMBER were employed for the single point energy
calculations, ensuring a more accurate determination of the
energetics associated.

The results enabled the elucidation of the catalytic
mechanism of MAT in hFAS, allowing also the clarification of
the important role played by an oxyanion hole defined by the
backbone amines of Met499 and Leu582 in stabilizing a
critical intermediate in the reaction.

5. Future Challenges

During the last decades, there has been a continuous improve-
ment in the application of QM/MM methods in modeling
enzymatic reactions. Several QM/MM frameworks, like
ONIOM, have already reached “majority”, with two decades
of widespread use. However, through the years, the increase in
computational power and level of sophistication of the
algorithms has enabled progressive improvements in the size
of the systems and level of the computational methods that are
combined. So, QM/MM methods continue to grow in strength,
robustness, and ability to answer new questions. Here we
discuss some of the challenges for the next years.

5.1 Bigger QM Regions

From a conceptual point of view, the application of QM/MM
methods in the study of enzymatic reactions assumes that all
the atoms involved in the enzymatic reaction are included in
the QM region. This is normally done in most studies, at least
for those atoms that are directly involved. However, many
other atoms and amino acid residues around the active site
also play an indirect but non-neglectable role in the enzymatic
reactions. While part of these effects can be partially modeled
by an MM representation (at least through an electrostatic
embedding scheme, for example), others would greatly benefit
from a QM representation. In fact, one of the dreams of every

QM/MM modeler has always been to use very large QM
regions. Historically, however, the choice of the QM region
has been limited by the CPU power available, as the time
required for a QM/MM calculation mostly depends on the
time required for the QM calculation. This limitation also
emerged from the fact that the parallelization of most QM
codes is far from the level of that of MM implementations.

Many early QM/MM enzymology studies employed QM
regions with up to 20 atoms treated with DFT. Presently, most
studies already adopt QM regions with close to 200 atoms in
DFT[41,118] and several examples with larger regions can be
found.[118,119] The motivation to increase the size of the QM
region continues well alive, particularly as more complex
reactions involving larger conformational changes at the active
site are studied.

Linear-scaling DFT methods[120–124] would be interesting
alternatives to combine within QM/MM frameworks. Such
methods enable the application of popular density functionals
to QM models containing hundreds or thousands of atoms but
are, in general, much adequate for periodic systems and for the
application of plane wave schemes. Some implementations
can be combined to obtained refined activation or reaction free
energies through single point energy calculations with a much
larger QM region. However, for proper QM/MM modeling,
the determination of gradients, energy optimizations, and
electronic polarization with this massive QM regions using
linear-scaling DFT methods would be required.

5.2 Polarized Embedding and the Use of Polarizable Force
Fields

Presently, one of the biggest limitations of most common QM/
MM studies on enzymatic reactions is the difficulty in
implementing a polarizable embedding scheme to account for
the polarization on the MM region arising from the change in
charge occurring along with a chemical reaction studied in the
QM region. In fact, in many reactions, charge forms along the
reaction path, with the TS structures, intermediates, or
products displaying significant charge alternations in compar-
ison with the reactants. This charge difference should naturally
be mostly compensated by interactions formed with amino
acid residues or other molecules that are included in the QM
region. However, this condition can greatly depend on the
magnitude of the effect, the size of the QM region and of
course, the specific characteristics of the enzyme. In reality,
the QM region reacts to the MM region, which in turn can be
influenced by the chemical reactions taking place at the active
site.

While this can, in principle, be tackled moving from an
electrostatic embedding scheme to a polarized embedding
scheme, in which both regions can mutually polarize each
other, it is important to consider that such alternative implies a
polarizable molecular mechanics force field. However, the
vast majority of the QM/MM studies used today still apply the
same type of biomolecular force fields that were in common
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use 20 years ago. Improved variations in AMBER,
CHARMM, GROMACS, and others have been made avail-
able, resulting in improved electrostatics and in several other
structural improvements particularly noticeable in long MD
simulations. However, all these alternatives continue to treat
the MM part of the enzyme through pairwise additive
potentials with fixed atom-centered charges.

Even when considering only the MM part, it is important
to take into account that charged and polar groups in enzymes
can polarize significantly when interacting with other charged,
and polar groups, or with the solvent. Such polarization can
affect the geometry of the MM region and its energetics.
Commonly, force fields for biomolecular simulations treat
polarization in an average way, implement in the parameter-
ization, and that is fixed. However, charges in the amino acid
residues depend on their surroundings, which vary among
other features according to their position in the protein (more
or less solvent exposure), conformation, interaction with other
atoms or molecules. Hence, even when treating the MM region
as a mere perturbation to the QM region, having a MM-charge
dependent conformation could be very important, as this can
influence differently the reactants, transition states and
products, affecting the calculated activation, and reaction free
energies.

Polarizable force fields[125,126] have been steadily improving
over the last decades. Today, several excellent alternatives for
the treatment of biomolecular systems are available. Notable
examples include AMOEBA,[127–129] DRUDE,[130] CHARMM
fluctuating charge,[131,132] SIBFA and GEM.[133]

Implementing polarizable force fields for use in QM/MM
methods would enable a significant improvement in account-
ing for these effects. Some alternatives have been made
available in recent years. Programs like LICHEM[134,135] (the
layered interacting chemical models program) developed by
Cisneros & co-workers, already enable the coupling of differ-
ent unmodified quantum mechanics (QM) and molecular
mechanics (MM) packages for QM/MM simulations involving
polarizable force fields. Other alternatives have also been
made available.[38,136,137] Programs like these are likely to play a
very important role in helping to model enzymatic reactions
for the next decade.

5.3 Improvements on the QM Level

During the past two decades, there have been important
improvements in terms of density functionals.[75,138–146] Notable
examples include the Minnesota density functionals and
Grimme’s density functionals and the introduction of dis-
persion corrections.[76–89] However, B3LYP continues to be a
very popular choice. Today, the particular choice of density
functional plays a secondary role when considering the CPU
cost. Most studies employ several different alternatives and
check for consistency in terms of the activation or reaction
free energy barriers. The application of the DLPNO/CCSD(T)
method in refining the single point energies has also become

quite common.[42,44,46,96–101,103,104,147] The application of methods
beyond DFT in QM/MM optimization of enzymatic systems is
still relatively rare in comparison, but would be important
particularly for treating enzymes, especially in cases in which
the existence of excited states plays an important role.

6. Summary

QM/MM methods are among the most widely used computa-
tional methods for dealing with the reactivity of enzymes.
With the first works published almost 50 years ago, the QM/
MM field has grown and matured. In the last 20 years, it has
blossomed with its implementation in popular computational
chemistry software packages and is nowadays routinely used
in the study of a large variety of chemical problems, and in
particular, in the study of enzymatic reactivity. In this field,
QM/MM methods offer a very appealing alternative to
complement the information obtained from a large number of
experimental techniques used, contributing the definition of an
atomic level portrait of enzyme catalysis, incorporating
electronic effects.

The computational development, the new possibilities
brought by the use of GPUs and growth in parallelization
efficiency, the availability of improved quantum mechanical
methods, and of a new generation of polarizable biomolecular
force fields, offer new possibilities to improve the QM/MM
methods presently in use, enlarging the range of biological
problems that can be tackled and our ability to answer some of
the most fundamental questions regarding enzymatic reactiv-
ity.
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